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Abstract—We present a novel method for estimating respiratory rate in real-time from the photoplethysmogram (PPG) obtained from pulse oximetry. Three respiratory induced variations (frequency, intensity, and amplitude) are extracted from the PPG using the Incremental-Merge Segmentation algorithm. Frequency content of each respiratory induced variation is analyzed using Fast Fourier Transforms. The proposed Smart Fusion method then combines the results of the three respiratory induced variations using a transparent mean calculation. It automatically eliminates estimations considered to be unreliable because of detected presence of artifacts in the PPG or disagreement between the different individual respiratory rate estimations.

The algorithm has been tested on data obtained from 29 children and 13 adults. Results show that it is important to combine the three respiratory induced variations for robust estimation of the respiratory rate. The Smart Fusion showed trends of improved estimation (mean root mean square error 3.0 breaths/min) compared to the individual estimation methods (5.8, 6.2 and 3.9 breaths/min).

The Smart Fusion algorithm is being implemented in a mobile phone pulse oximeter device to facilitate the diagnosis of severe childhood pneumonia in remote areas.
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I. INTRODUCTION

PNEUMONIA kills more than 2 million children under five years old every year [1]. Almost all of these deaths occur in the developing world. Many of these deaths could be prevented by early detection and timely administration of simple treatments. While the integration of technology into health care has greatly improved the speed and accuracy of diagnosis and treatment of childhood pneumonia in the developed world, lack of access to clinical expertise and costly tests often delay diagnosis and treatment, and reduce survival rates across the developing world. An essential criteria integrated in many guidelines for diagnosis of pneumonia in ill children is the assessment of an elevated respiratory rate of 40 breaths/min (age 1-5 years) [2]. However, clinical measurement of respiratory rate has been shown to have poor reliability and repeatability [3].

An easy-to-use, inexpensive diagnostic device that can swiftly and accurately identify children with severe pneumonia would enable the timely administration of appropriate treatments. Prompt and effective application of life-saving antibiotics or oxygen therapy would, in turn, minimize wastage of scarce and costly resources. Pulse oximeters offer the possibility of achieving an accurate diagnosis of pneumonia.

Pulse oximeters apply the Beer-Lambert law to estimate hemoglobin oxygenation (SpO2). The law describes that light intensity diminishes exponentially when traveling in an absorbing medium and the absorption is dependent on the wavelength. Oxygenated hemoglobin preferentially absorbs infrared light and transmits red light and deoxygenated hemoglobin behaves in the opposite manner. In a pulse oximeter, two light emitting diodes (LEDs) emitting red (660 nm) and infra-red (940 nm) light are used to actively illuminate the patient’s tissue (usually at the finger tip) alternately. The intensity of the non-absorbed light from each LED is measured with a receiver photodiode. The ratio of the transmitted infra-red and red intensity is empirically related to the SpO2. In addition to blood composition, the light absorption and transmission depend on the traveled light path, optical density of the tissue and volume of blood present in the tissue [4]. This permits the display of the variation of blood volume in the finger over time with a photoplethysmogram (PPG), which has a pulsatile component and a constant component. From the pulsatile component of the PPG, heart rate (HR) can be easily deduced. In addition to SpO2 and HR, respiratory rate (RR) is another important parameter that can potentially be estimated from the PPG [5]. All three parameters are strong predictors of critical illness in pneumonia that can differentiate it from mild respiratory tract infections [6]. However, commercial pulse oximeters are currently limited to measuring HR and SpO2 and require bulky, expensive equipment to process and monitor the data, which restricts their widespread adoption in the developing world.

The aim of our research is to develop a fully featured, low cost pulse oximeter that operates on mobile phones and can be used as a multi-functional screening tool to improve diagnosis and treatment of children with severe pneumonia. We have previously demonstrated the Phone Oximeter [7], a commercial and Federal Drug Administration (FDA) approved pulse oximeter connecting to a smart phone. The Phone Oximeter was specifically designed for continuous monitoring and not spot-check applications, and only provided experimental RR measurements.

In this work we present an efficient processing algorithm for robust RR estimation with the aim of developing a com-
prehensive and portable pulse oximeter monitor to aid in the diagnosis of childhood pneumonia. This algorithm can be implemented into a novel spot-check version of the Phone Oximeter.

A. Background

RR modulates the PPG waveform in three ways (Figure 1): 1) An autonomic response to respiration causes the variation of HR to synchronize with the respiratory cycle. Also referred to as respiratory sinus arrhythmia (RSA), the HR increases during inspiration and decreases during expiration, causing respiratory induced intensity variation (RIIV) of the PPG waveform. 2) The intrathoracic pressure variation causes exchange of blood between the pulmonary circulation and the systemic circulation. This results in a variation of perfusion baseline, termed the respiratory induced intensity variation (RIIV). 3) A corresponding decrease in cardiac output due to reduced ventricular filling [8], causes the respiratory induced amplitude variation (RIAV), which is a change in peripheral pulse strength.

Different algorithms have been proposed for RR estimation from PPG since it was first suggested in the early 1990’s [9]. Wavelet decomposition [10], digital filters [11], Fourier transforms [12], complex demodulation [13], and auto-regression [14] methods have been successfully used.

A recent study evaluated the correlation of each respiration-induced waveform variation with the respiratory cycle [15]. The results showed that there is no optimal variation, as the correlation performance is dependent on many factors including gender, respiratory rate and body position. In addition to the controlled variables, extraneous variables that mask the respiratory effect of the PPG signal can be caused by measurement artifacts and physiological variability between patients. For example, in dehydrated patients the amplitude variation may be stronger. The RSA may be negligible in chronic disease conditions (e.g. diabetes and cardiovascular diseases [16]). Other RR algorithms have also exploited the potential of extracting more than one waveform variation before the RR is determined. Johansson [17] combined RIIV, RIFV, and RIAV measurements using neural networks and Leonard et al. [10] compared the RIFV and RIAV before selecting the best waveform for a final algorithm design. In [18], continuous wavelet decompositions were used for estimating RR for each of the three variations and a proprietary algorithm was used for merging and displaying this information.

Despite these advances, RR measurements have only recently been introduced in commercial pulse oximeters. This is partly due to the fact that more reliable RR estimation methods, such as spirometry or capnometry, are available in clinical environments where pulse oximeters are commonly used. However, in remote or resource-poor locations where no other RR measurement technique is readily available, RR estimation from PPG may offer the best practical solution. Nevertheless, current methods are computationally expensive (up to 4 s on a PC [13]) or do not allow on-line implementation. In addition, the methods do not have signal quality indices to indicate when they can be reliably used. Pulse oximetry is prone to artifacts. Further, in low perfused subjects, a reliable PPG signal is difficult to obtain. The absence of a quality indicator could lead to significant clinical error. To overcome this limitation, we have designed an algorithm that could achieve clinically significant accuracy and reliable RR readings using all the available respiration-induced waveform variations while still being optimized for power efficiency for on-line use on a mobile device or a microcontroller.

II. ALGORITHM DESCRIPTION

To perform automated multi-parameter RR estimation, two periodic components have to be extracted from the PPG signal: a) regular heart beat pulsations characterized by a maximal volume peak for the extraction of RSA and RIAV; and b) a lower frequency pattern belonging to the RIIV characterized by a sinusoidal variation of the signal baseline (Figure 1). To extract these two features, we process the waveform with a segmentation algorithm that splits the PPG into pulses. Since the PPG pulses are composed of morphological shapes that can be characterized by consecutive lines, this algorithm permits the desired trend calculation in an efficient manner. The respiratory frequency information is then extracted using a maximal spectral power approach for each parameter. Artifact identification and cancellation is essential in PPG processing. Our algorithm performs artifact detection within the segmentation processing steps. RR estimation is obtained by fusing the respiratory frequency from RIFV, RIIV, and RIAV (Figure 2). The quality of this estimation is evaluated by comparing the three components and taking the presence of artifacts into account. If the assessed quality is low, the RR estimation is not provided. In the following subsections we describe the RR estimation in more detail.

A. Preprocessing

A high-pass filter is applied to remove the DC component of the PPG signal. This step is usually performed before the PPG becomes available from the pulse oximeter and the cut-off frequency is controlled by the pulse oximeter manufacturer. Despite the DC filtering, most PPG signals from commercial pulse oximeters have the RIIV variation preserved.
B. Pulse Segmentation

The PPG is segmented into pulses using an Incremental-Merge Segmentation (IMS) method [19] which is a mixture of Iterative-End-Point-Fit and Incremental algorithms. The Incremental-Merge algorithm has a sliding-window structure which is simple, fast and can be computed in real-time. The tuning of the algorithm requires the setting of only one parameter $m$ (length of line segments in number of sample points minus one), which is dependent on the sampling rate. After segmentation, each PPG pulse is represented as a straight line originating at pulse start and ending at its primary peak (Figure 3). The length of this line corresponds to the pulse amplitude and is proportional to the peripheral perfusion of the patient. We have previously shown that this method is an efficient and accurate way to detect pulse peaks with high sensitivity (98.93%) and positive predictive value (96.68%) [19].

The IMS processing produces the pulse amplitude, maximum and minimum intensity of each pulse, and pulse period. All these PPG features are used for artifact detection and RR estimation.

C. Artifact Detection

Artifacts are assessed on-line within the IMS processing. Artifacts are identified by scanning for abnormal pulse periods. Data segments containing pulse periods outside the normal range (230 to 2400 ms) are automatically labeled as artifacts. In addition, the IMS detects artifacts by adaptively scanning for abnormal large and clipped pulses (Figure 3) [19]. This method is used to primarily eliminate motion artifacts given that individual abnormal pulses more easily identify motion artifacts than noise artifacts. The Smart Fusion method is designed to address noise artifacts by combining different features (that have different frequency modulations) from the PPG waveform as subsequently described.

D. RR Estimation using Smart Fusion

1) RIFV: RIFV is calculated using a Fast Fourier Transform (FFT) on evenly sampled beat intervals (tachograms). This is an improved procedure compared to that developed in [20]. Pulse periods are converted into tachograms. Fourier analysis requires evenly sampled data and, therefore, the tachogram is resampled onto an even 4 Hz grid using Berger’s algorithm [21]. Berger’s algorithm is computationally efficient, highly localized and ideal for real-time processing. The tachograms are then transformed to the frequency domain in pseudo real-time. Data are divided into sliding windows with power of two sample points (duration determined by experiments), which is optimal for computing the FFT. Each window is shifted by 1 s to simulate real-time analysis. A Hamming window is applied to minimize the first side lobe of the frequency response, and
the tachograms are then converted to the frequency domain using FFT. The resulting power spectrum of each window is then analyzed for the frequency with maximum power within the expected respiratory frequency range (0.067 to 1.08 Hz or 4 to 65 breaths/min, Figure 4).

2) RIIV: The maximum intensity of the PPG pulses is used for extracting the RIIV. Intensity trend data is resampled onto an even 4 Hz grid using linear interpolation. Equivalent to RIFV, data are divided into sliding windows with one-second shifts and multiplied with a Hamming window. The FFT power spectrum of each window is then analyzed for the maximum frequency content within the RR frequency range.

3) RIAV: Amplitude trend data is resampled onto an even 4 Hz grid using linear interpolation. Equivalent to RIFV and RIIV, data are divided into sliding windows with one-second shifts and multiplied with a Hamming window. The FFT power spectrum of each window is then analyzed for the maximum frequency content within the RR frequency range.

4) RR estimation quality: The RR estimation is analyzed for consistency. Standard deviations (SD) from the three RR estimations (RIA V , RII V , and RIFV) are calculated continuously. SD greater than 4 breaths/min are considered to be aberrant and the corresponding window is labeled with a low RR estimation quality.

5) RR Fusion: RIA V , RII V , and RIFV RR estimations are fused by calculating their mean.

6) Smart Fusion: The fusion process is enhanced by eliminating untrustworthy data windows that are labeled as artifact or as low RR estimation quality (Figure 2).

III. METHODS

A. Data Collection

Following institutional review board approval\(^1\), we collected physiological data to calibrate the algorithms and evaluate the RR estimation performance. For this study, cases were randomly selected from a larger collection of physiological signals collected during elective surgery and routine anesthesia for the purpose of development of improved monitoring algorithms in adults and children. Vital signs from 59 children (median age: 8.7, range 0.8–16.5 years) and 35 adults (median age: 52.4, range 26.2–75.6 years) were selected. Pulse oximetry is a standard monitoring tool during general anesthesia and for the recording of vital signs no change in the monitoring equipment or procedures were required. The recordings obtained included capnometry (25 Hz) and PPG (100 Hz) signals. All signals were recorded with S/5 Collect software (Datex-Ohmeda, Finland) using a sampling frequency of 300 Hz (PPG and capnometry with lower sampling rates were automatically up-sampled by the software during export).

B. Data Preparation

Forty-two 8-min segments from 29 pediatric and 13 adults cases containing reliable recordings of spontaneous or controlled breathing were randomly selected from each case for the Test Data Set. One hundred twenty-four 2-min segments were randomly selected from the remaining 52 cases for the Calibration Data Set. Both data sets are available for download from the on-line database CapnoBase.org [22]. The capnometric waveform was used as the reference gold standard recording for RR validation. A research assistant independently validated the reference recordings using the CapnoBase Signal Evaluation Tool [22]. The research assistant also labeled the the beginning and end of all potential artifacts in the PPG waveforms.

All the data processing and statistical analysis was performed using the Matlab software framework (Mathworks, Natick, USA).

C. Algorithm Evaluation

The RR algorithm’s performance was assessed using the unnormalized root mean square (RMS) error (breaths/min) defined as

\[
\text{RMS error} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_{i}^{\text{ref}} - x_{i}^{\text{alg}})^2}
\]

where \(n\) is the number of observations and \(x_{i}^{\text{ref}}\) and \(x_{i}^{\text{alg}}\) are the reference and the algorithm observations respectively. A measurement error was calculated for each algorithm observation by comparing it with the reference observation that was nearest to it in time. The first 64 s were not used for the performance measurement since they were used to initialize the high-pass filters and the sliding window. Measurement errors for windows containing artifacts detected automatically by the algorithm were ignored for all RR estimation methods, including the single modulation methods. This allowed a more objective comparison between the different estimation methods. The changes in RII V and RIA V are different for different modes of ventilation. Subjects receiving general anesthesia are frequently mechanically ventilated. The target population subject to pneumonia screening would be breathing spontaneously. Therefore, our analysis looks at ventilatory modes separately.

The distribution of RMS error was displayed using boxplots. To further illustrate the relative performance of each respiratory modulation, the most accurate method and least accurate method, as defined by the RMS error, were identified in the Test and Calibration Data Sets. The best performing method was assigned High Score and worst performing method was assigned Low Score for each data segment (2-min or 8-min recording respectively). Therefore, the High Score RR estimations illustrate the hypothetical maximum achievable performance with an ideal fusion process and the Low Score RR estimations illustrate the worst case performance of the individual methods. In addition, the overall contribution of each modulation to the High Score or Low Score categories in each data set was calculated. The High Score and Low Score selection was done using a-priori RR information from the reference CO\(_2\) signal and was solely used for illustration purposes.

\(^{1}\)ID H06-70205 and H03-70451, University of British Columbia Research Ethics Board
**D. Algorithm Calibration**

The length of the line segment \( m \) was determined empirically using the Calibration Data Set. Choosing a smaller window size for the FFT computation provides higher time resolution and lower computational costs, and therefore better real-time performance; larger window sizes provide better accuracy. To determine the optimal window size, we repeated a RR estimation experiment by varying the FFT window size between 16, 32, and 64 s for each RR estimation method. These window sizes were selected as they did not need zero padding and were within reasonable physiological and clinical limits. The window size with the best performance and time delay was then chosen for algorithm testing.

**E. Algorithm Testing**

The algorithm configuration obtained from the calibration experiment was applied to the Test Data Set. RR accuracy and performance distribution over different RR estimation methods were calculated and displayed as boxplots. In addition, a scatter plot for all data points combined was drawn to illustrate the relationship between reference RR, Fusion and Smart Fusion algorithm output respectively.

All RMS errors were tested for Gaussian distribution using the Lilliefors test at a significance level of \( p<0.05 \). A balanced analysis of variance (ANOVA) with fixed-effect was performed on the errors from RIFV, RIIV, RIAV, and Smart Fusion. Results from F-test and Tukey post-hoc comparison (significance levels of \( p=0.05 \)) were reported.

**IV. RESULTS**

**A. Calibration**

The calibration experiments showed that a large range of segment sizes \( m \) can be used to setup the IMS algorithm. For the sampling rate of 300 Hz used in this study, \( m = 10 \) was optimal. It offered a good compromise between computational load and time resolution for the pulse peak detection. Results on the accuracy of the beat and artifact detection using the IMS algorithm were presented in [19].

The different FFT window sizes used for estimating individual RR components did not show a significant difference in error (Figure 5). A positive trend for a lower error rate in larger windows was observed. However, larger windows delayed the real-time response of the algorithm. Further, larger windows increased the processing load at each time step. From a computational point of view, choosing the smaller window size was optimal. However, as the 16 s window limits the lowest detectable RR to 7.5 breaths/min, the 32 s window was chosen for further processing so that rates as low as 3.75 breaths/min can be detected.

**B. Algorithm Testing**

The ANOVA of the Test Data Set showed that there were differences between the RR estimation algorithms (\( F=3.54 \)) which were significant at \( p=0.02 \). The RR estimation algorithms based on a single respiratory variation showed comparable RMS error performance (Figure 6). There was no single variation method that was statistically significantly different from the others using the Tukey multiple comparisons (RIFV vs. RIIV: \( p=0.2 \); RIFV vs. RIAV: \( p=0.98 \); RIAV vs. RIIV: \( p=0.4 \)). The Smart Fusion method incorporating the additional quality estimation outperformed the RIFV algorithm (\( p=0.026 \)) and did not reach statistical significance compared to RIAV (\( p=0.07 \)) and RIIV (\( p=0.82 \)). There was a trend towards lower RMS errors for the Smart Fusion compared to the three variability measures in the sample tested (Figure 6). This may have reached statistical significance if a larger sample was used.

The Smart Fusion identified and eliminated a majority of high error estimations (Figure 7). The largest estimation errors that could not be resolved with the Smart Fusion were close to the minimal detectable RR (Figure 7 box A). These were caused by low frequency, non-respiratory processes whose spectrum was reaching into the expected respiratory frequency range that was defined for the RR estimation algorithm.

All three single respiratory variation methods contributed to the High Score and the Low Score group (Table I). The RIIV method produced the least Low Score estimations (14%) and also the most High Score estimations (52.4%) on the Test Data Set. The mean RMS error (±1 SD) of the Smart Fusion (3 ± 4.7 breaths/min) was close to the High Score (2.8 ± 3.4 breaths/min). No statistical difference in RR estimation accuracy between ventilation modes (spontaneous breathing and mechanical ventilation) can be observed (Figure 6). There is indication that in case of mechanical ventilation, the use of RIIV is more favorable than the use of RIFV (Figure 6 and Table I).

**V. DISCUSSION**

We have presented a novel method for estimating RR in real-time from the PPG and validated the accuracy of the
method with capnometry as a comparative gold standard RR measurement. The Smart Fusion method is based on a segmentation algorithm (IMS) for pulse feature extraction and artifact detection and a RR estimation using the fusion of three different components, RIAV, RIFV, and RIIV. The IMS algorithm operates solely in the time-domain and is computationally efficient and robust to PPG artifacts [19]. The fusion of RR estimates is provided by the mean of the three RR estimations for 32 s windows that are not automatically labeled as artifact or as low RR estimation quality.

Our results demonstrate that it is important to combine the three respiratory induced variations for robust estimation of RR. The combination (with and without smart processing) showed improved estimation compared to the individual estimation methods. As shown in Table I, each variation has a significant contribution to the best and worst performances. This is consistent with findings of [15] that illustrated the relative performance heterogeneity of each respiratory induced variation. It can be expected that some respiratory induced variations change behavior under different ventilatory condition. For example, RIIV is impacted by RR and respiratory volume [23]. It was not within the scope of the presented work to analyze the relationship between RR and the selection of estimation method and this will require further investigation.

We attempted to include a broad range of subjects into this study to generalize our findings. The data set included children and adults, under controlled ventilation or spontaneously breathing over a wide RR range. This study was limited to subjects receiving general anesthesia and that were continuously monitored. We did not observe a difference in RR estimation accuracy between ventilatory modes (Figure 6), which is consistent with previous findings [24], [20]. Although the performance of the Smart Fusion algorithm is promising in the studied population, further validation on a larger data set and the target population suffering from pneumonia will be required. For instance, our data sets contained only a limited number of cases with subjects breathing at abnormally high RR (> 30 breaths/min) that would be typical in childhood pneumonia. We are currently collecting pulse oximetry data from children admitted to the Acute Care unit at Mulago Hospital, Kampala, Uganda to extend our findings.

Low frequency processes other than respiration (e.g. Mayer waves [25] or artifacts) can modulate the PPG and become a confounding factor for accurately assessing RR. In our case, low frequency variations below 7 cycles/min contributed largely to the error in the RR estimation (Figure 7 box A). These variations were unanimously detected by the three respiratory induced variations and consequently, the Smart Fusion was not able to eliminate these errors. Major contributors were low frequency variations due to artifacts that remained undetected by the IMS algorithm. These variations appeared in the spectrogram with large power peaks that reached into the respiratory frequency range for short periods of time. In future versions of the Smart Fusion algorithm we will eliminate this behavior using an additional high-pass filter before the FFT. In applications where low RRs are unlikely, the lower limit of 4 breaths/min for the RR estimation algorithm could also be increased which would reduce the low frequency error.
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**Fig. 6.** Results for the Test Data Set using 32 s FFT windows. The boxplots give the RMS Error for the different respiratory rate estimation methods. Results are also displayed for the Test Data Set split up into ventilatory modes.
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**Fig. 7.** Scatter plot comparing the reference respiratory rate obtained from capnometry with the PPG respiratory rate obtained from the Fusion and Smart Fusion algorithm. RR estimations during PPG artifacts are not shown. The Smart Fusion eliminates the estimations with large error (distance from Best Fit). Box A: Non-respiratory processes with low frequencies (<7 cycles/min) can overlap with the respiratory spectrum. The Smart Fusion is not able to completely eliminate the misidentification in this range. Line B: Lowest detectable RR (3.75 breaths/min) given by the selected FFT window (32 s).

### Table I

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Method</th>
<th>RIFV</th>
<th>RIIV</th>
<th>RIAV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>High Score</td>
<td>16</td>
<td>49</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>Low Score</td>
<td>57</td>
<td>18</td>
<td>49</td>
</tr>
<tr>
<td>Test</td>
<td>High Score</td>
<td>12</td>
<td>23</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Low Score</td>
<td>20</td>
<td>7</td>
<td>15</td>
</tr>
<tr>
<td>Controlled ventilation</td>
<td>High Score</td>
<td>6</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Low Score</td>
<td>11</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Spontaneous breathing</td>
<td>High Score</td>
<td>6</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Low Score</td>
<td>9</td>
<td>3</td>
<td>11</td>
</tr>
</tbody>
</table>
The selected FFT window length of 32 s limited the lowest detectable RR to 3.75 breaths/min. Consequently, detection of lower rates was poor (Figure 7 line B). Such low rates can be considered apneic events and our algorithm is currently not designed to detect such events. For the detection of these events, we recommend the introduction of a signal processing method operating in the time domain that could overcome this FFT limitation.

For generating a single RR estimation from three sources, we have taken a simple, but efficient approach in using a mean of the three available values. This method is transparent and clearly understandable for users. Alternatively, more sophisticated approaches using time dependency like the hybrid median filter [26] could be used. Probabilities for the selection of the most accurate methods, as used in Kalman filters, also have the potential to combine information from different respiratory sources [27]. Machine learning approaches like neural network models have also been used to merge RR information [10]. However, these black box approaches are not transparent to the user who has to make decisions and diagnoses based on the presented information. In addition, due to the heterogeneous nature of the data sets used for generating the models, it is very unlikely to obtain a generalizable model for clinical practice. Heuristic selection of best RR sources, as has been suggested in [12] for selection between RIA V and RIFV, currently lacks objective, consistent and reliable selection methods for real-time use as the underlying principles are still not fully understood.

The Smart Fusion method efficiently eliminated RR estimations with large errors using estimation quality information. While this method largely improved the robustness of the estimation, it also introduced a major limitation. A RR estimation is only available during periods that do not contain artifacts or have an agreement between the three estimation methods. In particular, certain conditions (e.g., the influence of drugs) could alter a single respiratory induced variation and cause a permanent disagreement between the three estimation methods. In the Test Data Set, 7% of the windows were eliminated due to artifacts and an additional 38.5% due to low estimation quality. In practice, this 45.5% dropout can cause large time periods where no RR is available and the user has to extend the recording session to obtain a reliable value. Alternatively, a low confidence RR could be displayed, but supported with a measure of confidence.

This was not the first time all three respiratory induced variations have been used to estimate RR from PPG. For example, in [18], a continuous wavelet decomposition was used for estimation of each individual variation. However, it was not reported how the information from the three sources was combined into a single RR estimation. The individual contribution of each source to the final estimation and the benefit of combining these sources was not shown. In particular, the reported RR in [18] were averaged over a variable time frame (up to 2 min) using an undisclosed algorithm. This post-processing methodology diluted the effective performance of the estimation and introduces large real-time delay. This delay is unknown to the user and made comparison with our work impossible. We did not apply post-processing methods such as averaging as we believe it is optimal to identify the source of error. We have also published raw data sources and algorithm outcomes on the Internet (CapnoBase.org), in the hope that other research groups can use this data set as a benchmark for comparison of new RR estimation algorithms.

The Smart Fusion algorithm can produce a RR estimation within 32 s. This real-time delay is required for the FFT calculation that uses a 32 s window size. It compares favorably to the delay of other suggested methods that require the analysis of data windows of 1 min [13] and up to 2 min with filtering [18]. For spot-check applications, such as the planned mobile phone pneumonia diagnosis, where a sensor reading has to be obtained quickly, a short recording window is beneficial.

The IMS and Smart Fusion are computationally efficient. The average processing time for 60 RR estimations (1 min and 32 s recording time) was 0.36 s on a single processor thread on a 1.8 GHz PC. The computational load of the presented algorithm could be further reduced by optimizing the FFT processes. The number of FFTs to be calculated is proportional to the update frequency of the trend estimations. Therefore, increasing the RR update rate from 1 s to an acceptable 2 s interval will almost half the processing effort.

We have presented the development of the Smart Fusion algorithm for on-line RR estimation from PPG. The algorithm combines the components of three respiratory induced variations (RIFV, RIIV, and RIA V) using a transparent mean calculation and eliminates estimations considered to be unreliable because of disagreement between the different individual RR estimations or detected presence of artifacts in the PPG.

We are working on a version of the IMS algorithm and the Smart Fusion RR estimation to be implemented on the Phone Oximeter [7]. The Phone Oximeter will provide the user with HR, RR and SpO₂ readings and facilitate the diagnosis of pneumonia in rural areas where high-end clinical devices such as X-ray machines are sparse or not affordable. It will provide a low-cost and multi-functional screening tool to improve treatment and increase survival of children with severe pneumonia.
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